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Abstract The effect of solution resistance on the nonlinear
electrochemical impedance spectra under quasi-potentiostatic
conditions was investigated by numerical simulations. An
electron transfer reaction, a reaction with an adsorbed
intermediate and a reaction exhibiting negative resistance
were chosen as the candidates and large amplitude perturba-
tions were employed. The potential across the interface drifts
initially and stabilizes after a certain time, which depends on
the solution resistance and the kinetic parameter values. The
fraction of the applied potential drop occurring across the
metal–solution interface depends on the frequency and the
amplitude of the perturbation as well as the value of solution
resistance. This in turn leads to the possibility that, for a given
conditions, a part of the spectrummay be acquired in the linear
regime while the remaining part may be acquired in the
nonlinear regime. The sensitivity of the Kramers Kronig
transform (KKT) to identify these cases is evaluated. The
results show that although the spectra are distorted by poorly
conducting solution, the sensitivity of KKT to identify the

nonlinear effects is not enhanced by the introduction of
significant solution resistance.

Keywords EIS . Anodic dissolution . Solution resistance .
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Introduction

Electrochemical impedance spectroscopy (EIS) is often
applied to characterize corrosion, fuel cells, batteries,
coatings, sensors, etc. [1–4]. In EIS, a sinusoidal perturba-
tion, usually of small amplitude, is applied and the response
of the system is analyzed. The system may be held at a
constant potential and a potential perturbation may be
superimposed on it (quasi-potentiostatic mode) [5–8] or it
may be held at a constant current with a current
perturbation superimposed on it (quasi-galvanostatic mode)
[9]. The response of the system at various frequencies is
recorded and analyzed. The analyses of the spectra reported
in the literature invariably assume that the system is linear,
causal and stable. However, in actual experiments, these
assumptions may not always hold true. The response of a
system satisfying these assumptions can be validated by
Kramers Kronig transforms (KKT). Electrochemical sys-
tems are inherently nonlinear, but by minimizing the
amplitude of input perturbation it is hoped that the system
under study can be approximated by a linear system. On
one hand, too small a perturbation will lead to a poor
signal-to-noise ratio. On the other hand, too large a
perturbation will cause the nonlinear effect to impact the
measured spectrum and hence in those cases, the analysis
must include the nonlinear effects.

Typical perturbation amplitudes employed in the EIS
measurements are in the range of 5–20 mV so that a
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compromise between obtaining a high signal to noise ratio
and maintaining linearity of the system response could be
achieved. There are a limited number of reports on the
experimental studies with large amplitude perturbations
[10–14]. Some of the advantages of large amplitude
perturbations include better signal to noise ratio, the ability
to obtain information on the system nonlinearity efficiently
and the ability to isolate the nonlinearity better [12]. For
example, nonlinearities can arise due to exponential
relationship between the current and overpotential and also
due to nonlinear coupling between kinetics to mass transfer
[12]. It may not be possible to isolate these effects by
steady state or small amplitude EIS. Large amplitude EIS
performed over sufficiently large frequency range may
enable the separation and characterization of these two
effects. To illustrate the nonlinear effects occurring in
electrochemical systems and to study the sensitivity of
KKT to identify the nonlinearities, the dissolution of Fe in
1 M H2SO4 was studied with voltage perturbation ampli-
tudes of 150 mV and less [10]. The corrosion of carbon
steel in a solution containing Na2SO4 and H2SO4 was
studied using potential perturbations with amplitudes up to
330 mV [11]. Solid oxide fuel cells were characterized
using large amplitude current perturbations (pseudo galva-
nostatic mode) where the potential response, in some cases,
corresponds to 450 mV amplitude [12]. In another pseudo
galvanostatic study of fuel cells, current perturbation
amplitudes of 1 to 2.5 A were employed and at some
frequencies, the corresponding potential amplitude was
about 150 mV [13]. It is relatively straightforward to
employ large amplitude perturbations in experimental
studies. However, including the nonlinear terms in the
analysis is difficult and hence most studies are limited to
small amplitude EIS.

The nonlinear effects can be incorporated in the analysis
by (a) expanding the rate in Taylor series and including the
higher order terms [11, 14–17] or (b) expanding the rate in
Fourier series [18] or (c) complete numerical simulation of
the governing equations [19–21]. For the case of an
electrochemical reaction via an adsorbed intermediate, with
negligible solution resistance, the impedance spectrum for
large amplitude perturbations has been simulated by
numerical methods [21]. In the case of an electron transfer
reaction, the analytical solution for the case without
solution resistance [18] and the numerical solution for the
case with significant solution resistance [19, 20] have also
been reported. If the conductivity of the electrolyte is low, a
supporting electrolyte can be added. But the unsupported
case is also of interest, and many a times the solution
resistance is comparable to the charge transfer resistance.
For an unsupported system, the impedance response to small
amplitude perturbations, accounting for kinetic effects, ad-
sorption effects and diffusion effects have been investigated

[22, 23]. In this work, the effect of solution resistance on the
large amplitude EIS response of metal corrosion process is
investigated by numerical simulation. A simple electron
transfer reaction, a reaction with an adsorbed intermediate
species and a reaction exhibiting negative resistance are
chosen as the candidate mechanisms.

Theory

We consider the electrochemical dissolution of a metal where
it is assumed that the kinetic parameters depend exponentially
on the potential and that the Langmuir isotherm model is
applicable. The Langmuir isotherm assumption is employed
for its simplicity and does not limit the validity of the
conclusions drawn here. The electrochemical system can be
modeled by the circuit shown in Fig. 1, where Zf represents
the Faradaic impedance, Cdl denotes the double layer
capacitance and Rsol is the solution resistance. The potential
drop across the solution resistance is V1, and that across the
electrode–electrolyte interface is V2. The current through the
double layer capacitance is i2a, that through the Faradaic
process is i2b, while that through the solution is i1. Before the
perturbation is applied, only a dc potential (Vdc) is applied
onto the system, and a part of the potential drop (V1dc) will
occur across the solution. The remaining part (V2dc) will
occur across the electrode–solution interface. An ideal
capacitance will not allow dc current to pass through it, and
hence the double layer capacitance value will not impact the
value of the dc current. Here, the open circuit potential is taken
as the reference (zero). The development of the basic mass
balance and charge balance equations and the linearization
results are reported in the literature [24–28]. The development
of equations accounting for the solution resistance and
nonlinear effects is given in the following sections.

Electron transfer reaction

Consider the electron transfer reaction

M k1�!Mþsolþe�; ð1Þ
where M is the bare metal site, Mþsol is the dissolved metal
ion and k1 is the reaction rate constant, which depends on

Zf

Rsol

Cdl

i1
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Fig. 1 Electrical circuit model
of the electrochemical reaction
system
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the potential V2 as ki ¼ ki 0e biV2 . The exponent bi is given
by the formula bi ¼ ai F

RT , where αi is the transfer coefficient,
F is the Faraday constant, R is the universal gas constant
and T is the temperature.

The current due to Faradaic reaction is

i2b ¼ Fk1 ð2Þ

When an ac potential is superimposed on the dc
potential, the current balance is given by

Cdl
dV2ac

dt
þFk10eb1 V2dcþV2acð Þ¼ V � V2

Rsol

¼ Vdc � V2dc

Rsol
þ Vac0sin wtð Þ � V2ac

Rsol
;

ð3Þ

where Vac0 and 5(=2πf ) are the amplitude and the angular
frequency, respectively, of the applied perturbation, t is the
time and V2ac is the time varying component of the
potential drop across the interface. Equation 3 is a first-
order nonlinear ordinary differential equation in V2ac. When
only the dc potential is applied, the derivative in Eq. 3
vanishes, and the algebraic equation can be numerically
solved to determine the dc potential drop across the
interface (V2dc). When the ac perturbation is also present,
the nonlinear differential Eq. 3 could not be solved
analytically. However, if the nonlinear terms of the current
in the Faradaic process are neglected, the solution of Eq. 3
is

V2ac¼ Vac0

RsolCdl

Psin wtð Þ � wcos wtð Þ
P2 þ w2

� �
þ Vac0

RsolCdl

w
P2 þ w2

� �
e�Pt;

ð4Þ

where

P ¼ 1

Cdl
Fb1k1dcþ 1

Rsol

� �
and k1dc ¼ k10e

b1V2dc ð5Þ

The charge transfer resistance is given by

Rt¼ Fb1k1dcð Þ�1 ð6Þ

Note that Rt is part of the parameter P in Eq. 5.
Equation 4 shows that the average value of V2ac will change
exponentially with time and will stabilize after some time.
For a given Rsol, the numerical simulations were conducted
until the V2ac stabilized and by utilizing the subsequent
cycles, the current values were calculated using Eq. 2. The
current is then subjected to finite Fourier transform (FFT) to

obtain the magnitude and phase at the fundamental
harmonic, from which the impedance is calculated.

In general, the current response of an electrochemical
system to the potential perturbation can be described by a
transfer function. In EIS studies, the most commonly
employed transfer function is the ratio of the vector voltage
to the vector current [10, 29]. If the system is linear, causal
and stable, the transfer function is called “impedance,” and
when one or more of these conditions are violated, the term
“impedance” is not applicable sensu stricto. However, both
the terms “impedance” and “nonlinear impedance” have been
employed in literature even for the cases where nonlinear
effects are significant [11, 12, 14–19]. For many of the results
presented here, the system response is linear and the transfer
function corresponds to the impedance. Since the results of
linear and nonlinear responses are presented together, the
term “impedance” is used to indicate all of them including the
transfer functions of nonlinear systems. Likewise, the term
“admittance” is used to indicate the transfer function which is
the ratio of vector current to vector voltage.

Reaction with single adsorbed intermediate

In the second case, the following reaction with an adsorbed
intermediate is analyzed.

M k1�! Mþadsþe�

Mþads
k2�! Mþsol

ð7Þ

Here, Mþads is the adsorbed intermediate whose fractional
surface coverage is denoted by θ1.

The current corresponding to this reaction is

i2b ¼ Fk1 1� q1ð Þ ð8Þ

The mass balance equation is

t
dq1
dt
¼ k1qV � k2q1; ð9Þ

where qV ¼ 1� q1ð Þ is the fractional surface coverage of
bare metal sites and C is the total number of sites. In the
absence of an ac perturbation, the steady state surface
coverage of Mþads is

qSS1 ¼
k1DC

k1DC þ k2DC
¼

1
k2DC

� �
P2
i¼1

1
kiDC

� � ð10Þ

Here kiDC refers to the rate constant at the dc over-
potential across the metal solution interface. When the
solution resistance is zero, it is given by kiDC ¼ ki0e biVdc,
and in presence of solution resistance it is given by
kiDC ¼ ki0e biV2dc .
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The dc Faradaic current is

i2b;dc ¼ Fk1dc 1� qSS1
� � ¼ 1

P2
i¼1

1
kiDC

� � ¼ k1dck2dc
k1dc þ k2dc

ð11Þ

Under steady-state conditions, the potential drop across
the interface V2dc can be found by numerically solving the
nonlinear algebraic equation

Vdc � V2dc

Rsol
¼ F

k10k20e b1þb2ð ÞV2dc

k10e b1V2dc þ k20e b2V2dc
ð12Þ

When an ac potential Vac is superimposed on Vdc and
applied onto the system, the current balance leads to the
following differential equation for V2ac.

Cdl
dV2ac

dt
þ Fk10e

b1 V2dcþV2acð Þ 1� q1ð Þ
h i

¼ Vdc � V2dc

Rsol
þ Vac0 sin wtð Þ � V2ac

Rsol
ð13Þ

By solving Eqs. 9 and 13 simultaneously, V2ac and q1 are
obtained. By substituting these values in Eq. 8, the current
value iac is obtained as a function of t.

Even when the solution resistance is zero, the application
of a sinusoidal perturbation to the nonlinear system will
cause a drift of the average values of the surface coverage
and the current (Niket Kaisare, Vimala Ramani, Ramanathan
Srinivasan, manuscript under review, Electrochimica Acta).
When there is significant solution resistance, the average of
V2ac will also drift, as seen for the electron transfer reaction.
For high-frequency perturbations of small Vac0 values, the
value of V2ac obtained by neglecting

dq1
dt and solving Eq. 13 is

V2ac¼ Vac0

RsolCdl

P sin wtð Þ � w cos wtð Þ
P2 þ w2

� �
þ Vac0

RsolCdl

w
P2 þ w2

� �
e�Pt;

ð14Þ
where

P ¼ 1

Cdl
Fb1k1dc 1� q1:avð Þþ 1

Rsol

� �
ð15Þ

Thus, the average value of V2ac drifts with time but
eventually settles down to a value depending on the values
of the parameters as given in Eq. 15. The surface coverage
value also drifts, and we can estimate the time it takes to
stabilize the surface coverage values as follows. If a potential
step is applied to the system, the new surface coverage value
is given by

qnew ¼ qSSnewþ qSSold�qSSnew
� �

e�
k1�newþk2�new

t ð16Þ

where the subscripts “old” and “new” represent respectively
the values before and after the application of the potential

step. The superscript SS refers to the steady state values.
From Eq. 16, it is clear that the time constant for the surface
coverage drift is k1�newþk2�new

t . The impedance is calculated by
using the current values after stabilization of both the surface
coverage and the current values.

Reaction with two adsorbed intermediates

Consider the reaction

M
k1���!
k�1
 ���Mþ

adsþ e�

Mþ
ads

k2���!
k�2
 ���M2þ

adsþ e�

M2þ
ads

k3���!M2þ
sol

MþM2þ
ads

k4���!M2þ
adsþM2þ

solþ2 e�

ð17Þ

The reaction is chosen to illustrate the application of the
methodology to a fairly complex mechanism. The last step
in Eq. 17 is also known as catalytic step, because one of the
species involved in the step M2þ

ads

� �
is regenerated. The

Faradaic current for this case is given by

i2b ¼ F k1qV � k�1q1ð Þ þ k2q1 � k�2q2ð Þ þ k4q2qVð Þf g
ð18Þ

while the mass balance is given by

t dq1
dt ¼ k1qV � k�1q1ð Þ � k2q1 � k �2q 2ð Þ

t dq2
dt ¼ k2q1 � k�2q2ð Þ � k3q 2ð Þ

ð19Þ

where θ1, θ2 and θv are the fractional surface coverage
values of Mþ

ads;M
2þ
ads and bare metal site (M), respectively,

with the constraint that q1 þ q2 þ qv ¼ 1. Note that the
presence of a bare metal site (M) is necessary for the last
step in Eq. 17 to proceed. The equation for the ac potential
across the interface (V2ac) is given by,

Cdl
dV2ac

dt
þ F k1qV � k�1q1ð Þ þ k2q1 � k�2q2ð Þ þ k4q2qVð Þf g½ �

¼ Vdc � V2dc

Rsol
þ Vac0 sin wtð Þ � V2ac

Rsol

ð20Þ

The procedure employed for calculating the impedance
is similar to that described in the previous section.

For all simulations, the frequency range employed is
100 kHz to 1 mHz, with 10 frequencies per decade spaced
logarithmically. The Vac0 values employed were in the 5–
200 mV range. The Rsol values ranged from 0.1 to 100Ω.
While metal dissolution is employed as an example here,
this methodology can be easily adopted for other reactions
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involving any number of adsorbed intermediates. Similarly,
the adsorption isotherms other than Langmuir model can
also be employed. The source code, written in Matlab®
programming language, can be obtained by contacting the
corresponding author.

Results and discussion

Electron transfer reaction

Potential drop across the interface

Figure 2 shows the potential across the electrode–solution
interface (V2) as a function of time for a few combinations
of Vac0 and Rsol, and at 100 kHz perturbation frequency, for
the electron transfer reaction. The values of V2 averaged
over one period are also presented as dotted lines. The
value of V2ac as predicted by Eq. 4 matches the numerical
results exactly at high frequencies. Hence, the numerical
and analytical results are not shown separately in Fig. 2. In
Fig. 2a, when Rsol is small, the average value of V2 drifts
and settles quickly. In Fig. 2b, when Rsol is large, it takes
much longer time to settle. Since the time scale is large
compared to the period of the perturbation, in Fig. 2b, the
transient values of V2 only at the initial stages is given in
the inset. Figure 2c and d shows the results for Vac0=
200 mV. In Fig. 2, comparisons of panels (a) with (c), and
(b) with (d) show that the time it takes to settle is

independent of Vac0. Again, in Fig. 2d the transient V2

values are given in the inset while the average V2 values are
given in the main figure, because of the difference in the
time scales involved. The value of the parameter P in Eq. 5
determines whether the final average value is reached
quickly or slowly. For example, a larger value of Rsol or a
large charge transfer resistance will lead to a small value of
P and correspondingly, longer time for stabilization. For a
small Rsol and a fast reaction, the average of V2 would
stabilize quickly. Usually, it is assumed that waiting for one
cycle of perturbation is sufficient to reach the stable state.
However, the results here show that the duration for
stabilization depends on the solution resistance and the
kinetic parameters and is independent of the frequency, at
least for the linear case. In actual experiments, the wait time
needed to avoid the drift can be estimated from the
measured double layer capacitance, solution resistance and
charge transfer resistance values. If a sufficient wait time is
not employed, then the data would be acquired under
unstable conditions, which essentially invalidates the EIS
data.

The analytical and numerical results, when Rsol=100Ω,
Vac0=200 mVand f=1 Hz, are presented in Fig. 3. The clear
difference seen between the analytical and numerical results
indicates that the nonlinear effects manifest at these
conditions and that the analytical result, which is based on
the linearized form of the Eq. 3, is not accurate. Thus, at
large Rsol, large Vac0 and low frequencies, the nonlinear
effects affect the V2 values significantly. At smaller values
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Fig. 2 Transient V2 values as a
function of time for f=100 kHz
for two Vac0 values and two Rsol

values for the mechanism in
Eq. 1. The parameter values are
k10=10

−12 mol s−1, b1=20 V−1,
Vdc=0.4 V, Cdl=10

−5 F. The
numerical and analytical results
matched exactly and are not
presented separately. Dots are
the transient values and dotted
lines are the average values. In
(b) and (d), the transient V2

values are shown in the inset
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of Rsol or smaller values of Vac0, the analytical and numerical
results match very well even at low frequency and hence are
not presented. After the average of V2 stabilized, the
magnitude of the ac component of V2 at the fundamental
frequency V2acj jw is obtained using FFT and the normalized

value r ¼ V2acj jw
Vac0

was calculated. For Vac0=10 mV, the trend of
r vs f is plotted for various Rsol values in Fig. 4. The results
for other values of Vac0 were similar (Fig. S1). A similar
trend was reported in the literature for another electron
transfer reaction [19, 20]. At high frequencies, the impedance
of the double layer capacitance is very low. Hence, most of
the potential drop would occur across the solution resistance
and hence the value of r is low, particularly when Rsol is
large. At low frequencies, the double layer capacitance
would offer very high impedance. The Faradaic process
would offer relatively less impedance and most of the current
will pass through it. When Rsol is small, it is seen that most
of the potential drop occurs across the interface in all the
frequency ranges. When the Rsol is large, only a part of the
applied potential drop will occur across the interface and the
value of r is significantly less than 1 even at low frequencies,
as seen in the case of Rsol=100Ω in Fig. 4.

Impedance spectra

Figure 5 shows the complex plane plots of impedance
spectra for various Rsol values and Vac0 values. Note that the
solution resistance is subtracted from the real part of the
impedance so that a clear comparison can be made. It is
shown in Fig. 5a that when Rsol is 10Ω or less, the spectra
are more or less the same. At higher Rsol, the spectrum,
especially at low frequencies, is different. This is under-
standable since the impedance is calculated assuming that

all the potential drop occurs across the metal–solution
interface, whereas in reality only a fraction of the potential
drop occurs across the interface and the rest occurs across
the solution. A comparison of Fig. 5a and b shows that the
spectra are practically the same for both Vac0 values, for a
given Rsol. Thus, in this example, the nonlinear effects are
negligible when Vac0≤10 mV. However, Fig. 5c and d shows
that the spectra are different from those in Fig. 5a and b and
that the nonlinear effects are dominant at Vac0≥100 mV. It is
also worth noting that the nonlinear effects are lesser at
large values of Rsol. For example, when Rsol is 1Ω, an
increase in Vac0 from 5 to 200 mV, results in a decrease in Rt
from 175 to 42Ω, and the spectra in these two cases are
clearly different as seen in Fig. 5a and d for Rsol=1Ω plots.
On the other hand, when Rsol is 100Ω, a similar change in
Vac0 from 5 to 200 mV results in a decrease of Rt from 257
to 226Ω, and the spectra in these two cases are only
slightly different, as seen in Fig. 5a and d for Rsol=100Ω
plots. When Rsol is large, the effective ac potential across
the interface (V2ac) is significantly less than the applied ac
potential (Vac0) and hence the nonlinear effects are relatively
less.

One of the interesting facts is that large amplitude
perturbations can lead to nonlinear effects which manifest
in the EIS data, but KKT does not, in general, identify the
deviations due to the nonlinear effects as reported in the
numerical [20, 21] and experimental [10] investigations. In
the presence of solution resistance, the following scenario
may occur. For large amplitude perturbations, a part of the
spectrum, acquired at high frequencies, may be in the linear
regime because V2ac would be significantly smaller than
Vac0, while the remaining part of the spectrum, acquired in
the low frequencies, may be in the nonlinear regime since
V2ac will be more or less equal to Vac0 in those cases. The
ability of KKT to identify this effect is evaluated
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Fig. 4 The fraction of applied potential Vac0 that occurs across the
interface (r) as a function of frequency at Vac0=10 mV for different
Rsol values for the mechanism in Eq. 1. All parameters employed are
the same as those in Fig. 2 The transition frequency (ft) values,
calculated from Eq. 21 are also marked
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Fig. 3 Transient V2 values as a function of time for f=1 Hz for the
mechanism in Eq. 1. All other parameter values are the same as in
Fig. 2. Transient V2 values are depicted in dotted lines (numerical
solution) and dashed lines (analytical solution). The V2 values
averaged over one period are given in symbols. Filled diamonds
numerical solution, open circles analytical solution
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Kramers Kronig transforms

The impedance spectra in Fig. 5 are subjected to KKT and
the results are presented in Fig. 6. The dotted lines are the
original values and the continuous lines are the transformed
data. The original data and transformed data are practically
indistinguishable for most of the plots, for all the Vac0 and
Rsol values. Hence, the results for Vac0=5 and 200 mV are
presented in Fig. 6 while the results for Vac0=10 and
100 mV are presented elsewhere (Fig. S2). Figure 6a and c
shows that there is a slight deviation in the real component,
at low frequencies. A vertical displacement in the real
component computed from KKT, especially at low frequen-
cies, can arise from an error in the polarization resistance
[30]. The other possibility is that the numerical KKT
integrations are performed on the data only from 10 mHz to
100 kHz while in theory, the integration must be carried out
from a frequency of 0 to ∞ and this finite range employed
may explain the discrepancy. The deviations are larger
when Vac0=5 mV and they are independent of Rsol values.
Thus the deviations are certainly not an indicator of
nonlinear effects. Even though the nonlinear effects are
obvious at Vac0≥100 mV, and the spectra are different, KKT
does not identify the violation of linearity criteria. It is
likely that “the apparent polarization resistance changes by
the same amount in both the real and imaginary components
of the interfacial impedance” [10], and the impedance
transforms correctly. In summary, based on the results shown
in Fig. 6, it can be concluded that in this case, KKT does not
identify the nonlinear effects particularly well and its
sensitivity is independent of the solution resistance values.

A similar mechanism was analyzed in literature [20] and
it was concluded that KKT can identify the nonlinear effects
in presence of the solution resistance, under certain
conditions. A formula for transition frequency (ft), where
the system response changes from a high-frequency linear
behavior to low frequency nonlinear behavior, was also
presented [20].

ft¼ 1

2pCdl

1

Rsol
þ 1

Rt

� 	
ð21Þ

Using Eq. 21, the ft values are found to be about 159 kHz,
16 kHz, 1.7 kHz and 221 Hz for Rsol values of 0.1, 1, 10 and
100Ω, respectively. The transition frequencies fall in the
frequency range we employed for all the cases except Rsol=
0.1Ω, as marked in Fig. 4. The transition frequencies are
predicted well by Eq. 21. However, significant differences
between the original and transformed impedance values are
not seen in the spectra (Fig. 6). The methodology employed
in the previous report [19] is mostly similar to our numerical
simulations, with possibly the following key difference:
when the perturbation was applied, it is not clear if a
sufficient wait time was employed as in the present case.
KKT is known to be sensitive to violations of stability
conditions [10, 21, 31–33]. Besides, the deviations they
reported were also in the 0.1% range, while gross deviations
that are identifiable in common experiments (where the noise
itself may be more than 0.1%) are sought in the present
work. These differences may explain the difference in the
conclusions regarding KKT compliance of EIS data in
presence of significant Rsol and for large Vac0.
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Reaction with adsorbed intermediate

Impedance spectra

Figure 7 shows the complex plane plots of impedance for
Vac0=10 mV, for various solution resistance values. Note
that the solution resistance Rsol is subtracted from the real
part of the impedance (ZRe) to enable clear comparison.
Two capacitance loops are observed for all the combina-
tions of Rsol and Vac0. It is known that for a reaction with a
single adsorbed intermediate species, the Faradaic process
will lead to an arc at low frequencies, while the double
layer capacitance would lead to a capacitive arc at high
frequencies [34, 35]. Since the value of the exponent b1 is
greater than b2, two capacitive loops are seen. The results
were qualitatively similar for all of Vac0 values employed.

The same data is presented in Fig. 8 as complex plane plots
of the impedance spectra for a given value of Rsol and the
two extreme values of Vac0. This allows for a direct
evaluation of the effect of changing Vac0 at a given Rsol. In
Fig. 8a and b, the low-frequency impedance values for Vac0=

200 mVare smaller than those for Vac0=5 mV. It is shown in
Fig. 8c that when the Rsol increases to 10Ω, the low-
frequency impedance of the spectrum corresponding to Vac0=
200 mV increases and moves towards that of Vac0=5 mV.
Thus, when Rsol is 10Ω, the spectra for all the Vac0 values
would appear to be close to each other although they are not
exactly identical. In particular, if the data were to be acquired
experimentally the presence of noise would make it difficult
to distinguish the spectra acquired at different Vac0 values. On
the other hand, it must be noted that the impedance at the
mid frequency also increases for Vac0=200 mV when Rsol is
changed from 1 to 10Ω (Fig. 8c vs Fig. 8b). Figure 8d shows
that when the solution resistance is 100Ω, both the low and
the medium frequency impedance values for Vac0=200 mV
are larger than those for Vac0=5 mV. In summary, at low Rsol

values, larger Vac0 result in smaller impedance values, at low
frequencies. At large Rsol values, larger Vac0 actually result in
higher impedance values, at mid and low frequencies. While
the trends are clear and systematic, in the absence of analytical
solution to the Eqs. 9 and 13, a simple physical picture of the
processes explaining these trends does not seem to emerge.
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Kramers Kronig transforms

The impedance spectra in Fig. 8 are subjected to KKT and
the results are presented in Fig. 9. The spectra were
practically identical for Vac0=5 and 10 mV for all the
solution resistance values. Hence, only the cases of Vac0=
10, 100 and 200 mV are presented in Fig. 9. Note that the
dotted lines are the original values and the continuous lines

are the transformed data. For Vac0=10 mV, the original data
and the transformed data match very well for most cases.
Figure 9a shows that the real component values (ZRe), at
low frequencies, exhibit slight deviations and that the
deviations are independent of Rsol values. A comparison
of Fig. 9a and c shows that, for Vac0=100 mV, the match for
the real component (ZRe) is actually slightly better than that
seen for Vac0=10 mV. On the other hand, the imaginary
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component values (−ZIm) near the peak at low frequencies
in Fig. 9d show some deviations. However, the deviations
are not particularly large, and in case of experimental data
which contains some noise, these deviations may not be
obvious. Finally, Fig. 9e and f shows that for the case of
Vac0=200 mV, for all values of Rsol, there are clear
deviations between the transformed data and the original

data, in both ZRe and ZIm. In fact it is more in the case when
Rsol=0.1Ω compared to the case when Rsol=1Ω. This
indicates that KKT identifies the nonlinear effect due to the
large amplitude perturbation, but that it is not necessarily
more sensitive if solution resistance is more. If KKT is
sensitive to solution resistance effects, the deviations must
be more when Rsol=100Ω and relatively less when Rsol=
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0.1Ω. Thus, KKT identifies the nonlinearities in this
example, but its sensitivity is not enhanced by the solution
resistance effects.

Reaction with two adsorbed intermediates

Current–potential relationship

Figure 10 shows the simulated current–potential diagram,
calculated from Eq. 20 after setting the ac terms to zero.
Note that the dc current (i2bdc) shows a maximum and that
the location of the peak depends on the Rsol. The surface
coverage values of the adsorbed intermediates normally
increase with the potential. The last step in Eq. 17 needs a
vacant site. At high dc potentials (Vdc), the vacant sites will
be less and hence beyond a certain potential, the dc current
begins to decrease with the potential. The catalytic
mechanism has been employed to explain the observed
current–potential and EIS results for some metal corrosion
phenomena [24, 25, 36–38]. Other physicochemical pro-
cesses such as passivation by oxide growth or adsorption of
inhibiting species can also result in a negative slope in the
current–potential curve [39–44]. The electro oxidation of
methanol on Pt electrode was studied in order to understand
some of the processes in a direct methanol fuel cell [43]. At
potentials above 650 mV vs hydrogen electrode, the
impedance values occurred in the second quadrant of the
complex plane plots and the blocking of adsorption sites by
the chemisorbed hydoxy species was advanced as the cause
of this behavior. The time dependent impedance spectra of
methanol oxidation on Pt were measured and the negative
impedance values observed were associated with the

current oscillations [44]. Regardless of the origin, the
presence of this negative slope leads to interesting
impedance patterns with impedance values falling in the
second and third quadrant of the usual complex plane plots
of –ZIm vs ZRe. Based on the values in Fig. 10, over-
potential of 0.7 V was chosen and the impedance response
at this potential is simulated.

Impedance spectra

Figure 11 shows the complex plane plots for this mecha-
nism at Rsol=0.1Ω and various Vac0 values. The inset shows
the inner loop corresponding to Vac0=5 mV. The mid
frequency loop shows an inductive behavior while the low
frequency loops shows negative resistance. Impedance
spectra with very similar pattern have been reported in
literature, as summarized below. The anodic dissolution of
iron–chromium alloys in acidic sulfate media was investi-
gated at various pH values and potentials [24, 25]. Complex
plane plots of the measured impedance showed negative
resistance values in the passivation region although none of
the patterns were similar to the one presented in Fig. 11a. A
fairly complex set of reactions involving the simultaneous
oxidative dissolution of iron and chromium was proposed.
The dissolution of iron in sulfate media at various pH
values was studied [36]. At pH 5, at potential anodic of the
onset of passivation, the impedance spectrum was similar to
the one depicted in Fig. 11a. Although the measured pattern
did not show negative resistance values, simulated impedance
values based on a model which included a catalytic reaction
predicted that negative resistance values would be observed.
The model predicted the shapes of the impedance pattern at
various pH values and potentials successfully. The trans-
passive dissolution of Ni in acidic sulfate media was examined
using impedance spectroscopy [38]. Here also the impedance
pattern, acquired at potentials anodic of the onset of
passivation, portrayed a shape as shown in Fig. 11a.

The anodic oxidation of Ni, Sn, Cu and Sb in concentrated
solutions was investigated [39]. At the initial stages, the dc
current increased with the dc potential, but the formation of a
passivating film caused a decrease in the current with an
increase in the potential. A further increase in the potential
resulted in transpassive dissolution. For all the systems
analyzed, the impedance values measured in the transpassive
regime exhibited negative resistance values in some frequen-
cies, although the patterns were not similar to the one
displayed in Fig. 11a. A metal–film–electrolyte model with a
linear thickness–overvoltage relationship for the film and a
reaction mechanism including a catalytic step was proposed.
The anodic dissolution of Nb in acidic fluoride solutions and
in warm alkali solution, as well as the dissolution of Mo in
concentrated phosphoric acid was studied [40]. A saturated
calomel electrode (SCE) was used as the reference electrode.
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The oxide growth and the onset of passivation resulted in a
negative current–potential plot. For Nb in 5 M NaOH at
60 C, at −0.875 V vs SCE in the passivation regime, the
impedance plots were similar to Fig. 11a. The impedance of
Mb in 14.8 M phosphoric acid, at 1.21 V vs SCE also
exhibited the same shape. A metal–film–electrolyte model,
with oxygen ion vacancy transport model for the film was
employed to explain the results. The electro-oxidation of
glucose on Ni–Cu alloy modified glassy carbon electrode
was analyzed [41]. Both Ni and glucose were simultaneously
oxidized and the current–potential curve showed a clear
peak. At post peak potentials, the impedance diagrams
showed negative resistance values. A kinetic model was
proposed and the passivation of the electrode by one of the
intermediate species of glucose oxidation was presumed to
be the cause of the observed negative resistance values. The
transpassive dissolution of Nb in acidic fluoride medium at
various pH values was examined using EIS [42]. After the
onset of passivation, at a potential of 0.1 V vs SCE, the
impedance spectrum was qualitatively the same as that in
Fig. 11a. The system was modeled using an equivalent
electrical circuit model representing metal–film–electrolyte.
The impedance of the film was derived from surface charge
approach. The inductive loop at the mid frequencies was
attributed to the elements associated to the negative surface
charge at the oxide–electrolyte interface. Thus it is clear that
negative resistances in general and the pattern shown in
Fig. 11a in particular are not uncommon in EIS data of
anodic dissolution of metal.

Figure 11a also shows that the nonlinear effects manifest
only when Vac0≥100 mV, since the spectra for Vac0=100 mV
is only slightly different from the spectra for Vac0=10 mV.
The spectra were qualitatively similar for Rsol=1 and 10Ω
(Fig. S3). Figure 11b shows the results for Rsol=100Ω and it
is qualitatively different from the spectra at Fig. 11a. Since
the slope of the i2bdc vs Vdc is positive for this case at Vdc=
0.7 V, it is not surprising that the negative resistance is not
observed in this case. Interestingly, in this example, for all

Rsol values, the magnitude of low-frequency impedance (after
accounting for Rsol values) was always larger for larger Vac0.

Kramers Kronig transforms

The impedance values, along with the transformed values
are presented for Vac0=5 mV and various Rsol values in
Fig. 12. The values, especially at low frequencies, are
clearly different and appear more like mirror images, except
for Rsol=100Ω. The dissolution of Cu in acidic sulfate
medium was studied near states close to instability [32, 45].
The system, exhibiting negative resistance, was analyzed
from the perspective of non-minimum phase (nmp) systems.
Theminimum phase systems are those whose phase values are
limited to −π/2 to π/2. It was shown for nmp systems, when
the data are acquired under quasi potentiostatic control, KKT
performed under admittance form is successful while that
performed under impedance form fails. Electrical circuits
with negative resistances and capacitances were used to
simulate the impedance spectra with data in the second
quadrant of the complex plane plots [33]. The expression for
impedance was written as the ratio of two polynomials and
the zeros and poles representation was used. The zero/pole
representation has the advantage that it is unique while in the
electrical circuit representation, more than one circuit can
yield the same impedance spectra in the whole frequency
range and hence it is not unique. When the KKT was
performed on the impedance representation on systems
unstable under quasi galvanostatic mode, then the low-
frequency part of the spectrum was found to be non-
compliant. But the KKT performed on the admittance
representation of those systems was successful. In general,
for systems which are stable only under quasi-potentiostatic
control, the data will transform correctly under KKT only if
the admittance form is used (assuming that the linearity,
causality and stability criteria are satisfied) [3, 46].

The KK transforms were performed on the admittance
form of the data and results, grouped by Rsol are presented in
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Fig. 13. For Rsol=0.1Ω, the real component of admittance
(YRe) and the transformed values show a clear offset for all
Vac0 values for most of the frequency range. The imaginary
component (YIm) also shows a clear difference near the peak

values as seen in Fig. 13b. The origin of this offset is not
clear. The linearized versions of the equations were used to
calculate the spectra and even they exhibited similar
deviations (Fig. S4). One possibility is that the truncation
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of the frequency to a finite range in the transformations
causes these deviations. Nevertheless, compared to the
results in Fig. 12, it can be claimed that the trends in
Fig. 13a and b show that the original and transformed values
in admittance form are at least qualitatively similar.
Figure 13c and d shows that at Rsol=1Ω, the match between
the original and transformed values is actually better. It is
also worth noting that, for a given Rsol, the difference
between the original and transformed values is not dependent
on the Vac0 values. The same trend was seen for Rsol=10Ω
(Fig. S5). Thus, in this example, KKT does not identify the
violation of linearity criteria, and an increase in Rsol values
does not enhance its sensitivity to detect these violations.

Conclusions

Numerical simulations were employed to determine the
impedance spectra of electrochemical reactions with and
without adsorbed intermediates, with significant solution
resistance, under large amplitude perturbations. The governing
nonlinear equations were numerically solved. When the
solution resistance is significant, the average of the potential
across the interface drifts and a sufficient wait time needs to be
employed for the system to stabilize before acquiring EIS data.
If the solution resistance is comparable to the charge transfer
resistance, the impedance spectra is altered to a significant
extent. In some cases, KKT identifies nonlinearities arising
from large amplitude perturbations, but the sensitivity is
independent of the solution resistance values. In some cases
with negligible solution resistances, KKT does not identify the
violations of the linearity criterion. In those cases, the
introduction of solution resistance does not enhance the
sensitivity of KKT to detect nonlinear effects.
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